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ABSTRACT. In this paper, we consider the existence of positive solutions for the following boundary

value problem of fractional differential equations in Banach space E Dαu(t) = f(t, u(t)), t ∈ I,

lim
t→0+

t1−αu(t) = ω1−αu(ω),

where 0 < α ≤ 1 is real number, I = (0, ω], Dα is the Riemann-Liouville fractional derivative, f :

I × K → K is continuous, K is a normal cone in Banach space E. Under more general growth and

noncompactness measure conditions about nonlinearity f , we obtained the existence of positive solutions

by applying the fixed point index theory of condensing mapping.
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1. INTRODUCTION

Fractional differential equations derive in various field such as physics, chemistry and

engineering. And it has been of great interest for the last decade (see[1]-[4]). Boundary

value problem of fractional differential equations have been investigated in many paper

(see [5]-[14] and the reference therein). In view of the fact that only positive solutions

are meaningful in practical problem, we discuss the existence of positive for boundary

value problems of fractional differential equations in this paper.

Using fixed point theory on cone, Bai [15] discuss the existence results of positive

solutions for the following boundary value problem of fractional differential equation in
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real spaces  Dα
0+u(t) + f(t, u(t)) = 0, 0 < t < 1,

u(0) = u(1) = 0,

where 1 < α ≤ 2 is real numbers, Dα
0+ is the standard Riemann-Liouville fractional

derivative, the function f is continuous on [0, 1]× [0,+∞).

In [16], the existence of positive solutions for the nonlinear fractional differential

equations with Dirichlet problem Dαu(t)− λu(t) + f(t, t1−αu(t)) = 0, 0 < t < 1,

lim
t→0+

t2−αu(t) = u(1) = 0

is investigated by constructing a proper cone, where 1 < α ≤ 2, Dα is the standard

Riemann-Liouville fractional derivative, the function f is continuous on [0, 1]× [0,+∞).

However, the above-mentioned results are discussed in real spaces. Because of the

essential differential between infinite dimensional space and finite dimensional space, the

existence of solutions of ordinary differential equations is no longer valid in abstract Ba-

nach space. We should mention that Li and Guo [17] discussed the existence of positive

solutions for two-point boundary value problem of second order nonlinear differential

equations in Banach spaces by using the fixed point index theory on cones. The authors

replace the limit condition with the order condition which is easy to satisfy, describes the

growth condition of the nonlinear term, and improves the conclusion of reference [18].

Motivated by the aforementioned works, in this article, under more general conditions of

growth and noncompactness measure about the nonlinear term f , combining with fixed

point index theory of condensing mapping in cone, we study the existence of positive

solutions for the following boundary value problem of fractional differential equation in

Banach spaces E

(1)

 Dαu(t) = f(t, u(t)), t ∈ I,

lim
t→0+

t1−αu(t) = ω1−αu(ω),

where 0 < α ≤ 1 is a real number, I = (0, ω], Dα is the Riemann-Liouville fractional

derivative, and f : [0, ω]×K → K is a continuous, K is a normal come in Banach space

E.

2. Preliminaries

Let E be a Banach space, I = [0, ω], we use C(I, E) to denote the Banach space of

all continuous function on interval I with the norm ∥u∥C = max
t∈I

∥u(t)∥. In our further

consideration we utilize its generalization, for 1− α > 0, u ∈ C(I, E), denote

t1−αu(t)|t=0 = lim
t→0+

t1−αu(t), C1−α(I, E) = {u ∈ C(I, E) | t1−αu(t) ∈ C(I, E)}.



POSITIVE SOLUTIONS FOR BVP OF FRACTIONAL DIFFERENTIAL EQUATION 1451

Then C1−α(I, E) equipped with the norm ∥u∥C1−α = ∥t1−αu(t)∥C . It is easy to verify

that C1−α(I, E) is a Banach space. Evidently, C1−α(I, E) is an ordered Banach space

induced by the convex cone C1−α(I,K) = {u ∈ C1−α(I, E) | u(t) ∈ K}, and C1−α(I,K)

is also a normal cone in C1−α(I, E).

In this article, we denote by µ(·), µC(·) and µC1−α(·) the Kuratowski measure of

noncompactness on the bounded set of E, C(I, E) and C1−α(I, E), respectively. For any

B ⊂ C(I, E) and t ∈ I, set B(t) = {u(t) | u ∈ B} ⊂ E. If B is bounded in C(I, E),

then B(t) is bounded in E, and µ(B(t)) ≤ µC(B). For the details of the properties of

the measure of noncompactness, we refer to the monographs [19, 20].

For the convenience of the reader, first, we present the necessary lemmas.

The Mittag-Leffler function plays a similar role in fractional calculus as the exponen-

tial function in the theory of integer-order differential equation. Thus, the Mittag-Leffler

function in two parameters is defined as [21]

Eα,β(z) =
∞∑
k=0

zk

Γ(αk + β)
z ∈ R, α, β > 0.

Note that the series converges uniformly in R.

Lemma 2.1. ([22]) Let 0 < α ≤ 1, β, γ > 0, M ∈ R and a ∈ R. Then it holds

(i) Eα,2α(Mtα) = M−1t−α(Eα,α(Mtα)− 1/Γ(α));

(ii) Iγa (t− a)β−1Eα,β(M(t− a)α) = (t− a)β+γ−1Eα,β+γ(M(t− a)α) for t > a;

(iii) Eα,α(Mtα) is decreasing in t for M < 0 and increasing for M > 0 for all t > 0.

Lemma 2.2. ([23]) Let B = {un} ⊂ C1−α(I, E) be a bounded and countable set, then

α(B(t)) is Lebesgue integral on I, and

µ
({∫

I

un(t)dt | n ∈ N
})

≤ 2

∫
I

µ(B(t))dt.

Lemma 2.3. ([24], [25]) Let D ⊂ E be bounded. Then exist a countable set D0 ⊂ D,

such that µ(D) < 2µ(D0).

Lemma 2.4. ([26]) Let B ⊂ C1−α(I, E) be bounded and equicontinuous. Then µ(B(t))

is continuous on I, and

µC1−α(B) = max
t∈I

µ(B(t)) = µC1−α(B(I)).

Obviously, the boundary value problem (1) is equivalent to the following

(2)

 Dαu(t) +Mu(t) = f(t, u(t)) +Mu(t), t ∈ I,

lim
t→0+

t1−αu(t) = ω1−αu(ω),

where M > 0 is real number.

To prove our main results, we consider the boundary value problem (2) the corre-

sponding linear problem, and give the following Lemma.
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Lemma 2.5. For any h ∈ C1−α(I, E), the linear boundary value problem of fractional

differential equation in Banach spaces

(3)

 Dαu(t) +Mu(t) = h(t), t ∈ I,

lim
t→0+

t1−αu(t) = ω1−αu(ω)

has a unique solution

(4) u(t) =

∫ ω

0

G(t, s)h(s)ds := Sh(t),

where

(5) G(t, s) =


ω1−αΓ(α)Eα,α(−Mtα)Eα,α(−M(ω−s)α)

(1−Γ(α)Eα,α(−Mωα))(ω−s)1−αt1−α + Eα,α(−M(t−s)α)

(t−s)1−α , 0 ≤ s < t ≤ ω,

ω1−αΓ(α)Eα,α(−Mtα)Eα,α(−M(ω−s)α)

(1−Γ(α)Eα,α(−Mωα))(ω−s)1−αt1−α , 0 < t ≤ s < ω.

Proof. We can verify directly that the function u ∈ C1−α(I, E) defined by the expression

(4) is a solution of the linear boundary value problem (3). Next, we prove that u

is uniqueness of solution. Assume that u1, u2 ∈ C1−α(I, E) are two solutions of the

linear boundary value problem (3). for any φ ∈ E∗ (The dual space of E∗ is E), note

r(t) = φ(u1(t) − u2(t)), by means of the reference [7], then the scalar linear boundary

value problem

 Dαr(t) +Mr(t) = 0, t ∈ I,

lim
t→0+

t1−αr(t) = ω1−αr(ω)

has only zero solution. Since r(t) ≡ 0, without loss of generality of φ ∈ E∗, we get

u1(t)− u2(t) = 0, namely, u1(t) = u2(t) in I. Hence, the linear boundary value problem

(3) has a unique solution u(t).

Conversely, we can verify directly that the function u ∈ C1−α(I, E) defined by (4) is

a solution of the linear problem (3). Therefore, the conclusion of Lemma 2.5 holds.

Lemma 2.6. Let 0 < α ≤ 1 and M > 0, then the Green’s function (5) satisfies

t1−α

∫ ω

0

G(t, s)sα−1ds =
1

M
, t, s ∈ [0, ω].
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Proof. Employing the results of Lemma 2.1, we have

t1−α

∫ ω

0

G(t, s)sα−1ds =

∫ ω

0

ω1−αΓ(α)Eα,α(−Mtα)Eα,α(−M(ω − s)α)

(1− Γ(α)Eα,α(−Mωα))(ω − s)1−α
sα−1ds

+t1−α

∫ t

0

Eα,α(−M(t− s)α)

(t− s)1−α
sα−1ds

=
ω1−αΓ(α)Eα,α(−Mtα)

1− Γ(α)Eα,α(−Mωα)

∫ ω

0

Eα,α(−M(ω − s)α)

(ω − s)1−α
sα−1ds

+t1−α

∫ t

0

Eα,α(−M(t− s)α)

(t− s)1−α
sα−1ds

=
ω1−αΓ(α)2Eα,α(−Mtα)

1− Γ(α)Eα,α(−Mωα)
(Iα0 t

α−1Eα,α(−Mtα))|t=ω

+Γ(α)t1−α(Iα0 t
α−1Eα,α(−Mtα))

=
−Γ(α)2Eα,α(−Mtα)

M(1− Γ(α)Eα,α(−Mωα))
(Eα,α(−Mωα)− 1

Γ(α)
)

−
Γ(α)(Eα,α(−Mtα)− 1

Γ(α)
)

M
=

1

M
.

This completes the proof.

Lemma 2.7. For any h ∈ C1−α(I, E), then the norm of solution operator S satisfies

(6) ∥S∥C1−α ≤ 1

M
.

Proof. For any h ∈ C1−α(I, E), due to the definition of operator S and the Lemma 2.6,

we get that

∥t1−αSh(t)∥ = ∥t1−α

∫ ω

0

G(t, s)h(s)ds∥ = ∥t1−α

∫ ω

0

G(t, s)sα−1s1−αh(s)ds∥

≤ t1−α

∫ ω

0

G(t, s)sα−1∥s1−αh(s)∥ds

≤ t1−α

∫ ω

0

G(t, s)sα−1ds∥h∥C1−α =
1

M
∥h∥C1−α ,

which means that ∥Sh∥C1−α ≤ 1
M
∥h∥C1−α . Hence, (6) holds.

Now, let us prove two additional inequalities for Green’s function G(t, s).

Lemma 2.8. Let G(t, s) be Green’s function related to problem (3), given by expression

(5). Then there exist a positive constant M and a function m(t) ∈ C1−α[0, ω] such that

m(t) ≥ 0 for all t ∈ (0, ω), for which the following inequalities hold

m(t) ≤ t1−αG(t, s)

e
−M(ω−s)
α

≤ M, t, s ∈ (0, ω),
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where e
−M(ω−s)
α = (ω − s)α−1Eα,α(−M(ω − s)α).

Proof. Denote h(t, s) = t1−αG(t,s)

e
−M(ω−s)
α

, then h(t, s) is continuous on [0, ω]× [0, ω). Moreover,

for all t ∈ [0, ω] the limits

l1(t) = lim
s→ω

h(t, s) = lim
s→ω

t1−αG(t, s)

e
−M(ω−s)
α

= lim
s→ω

t1−αΓ(α)ω1−αEα,α(−Mtα)Eα,α(−M(ω − s)α)

(1− Γ(α)Eα,α(−Mωα))(ω − s)1−αt1−αe
−M(ω−s)
α

= lim
s→ω

Γ(α)ω1−αEα,α(−Mtα)e
−M(ω−s)
α

(1− Γ(α)Eα,α(−Mωα))e
−M(ω−s)
α

=
ω1−αΓ(α)Eα,α(−Mtα)

1− Γ(α)Eα,α(−Mωα)

exist and are finite, so h(t, s) has removable discontinuities at s = ω, and we can extend

it continuously to a function h̃(t, s) on [0, ω]× [0, ω].

Therefore, m(t) = min
s∈[0,ω]

{h̃(t, s)} is a continuous function such that 0 ≤ m(t) ≤

h̃(t, s) ≤ M for all t, s ∈ [0, ω], where M = max
(t,s)∈[0,ω]×[0,ω]

h̃(t, s). That is, the inequality

holds.

Lemma 2.9. Let h ∈ C1−α(I,K), then boundary value problem of fractional differential

equation (1) the solution of the corresponding linear equation (3) is u(t) = Sh(t), the

following inequalities are satisfied

t1−αu(t) ≥ m(t)

M
η1−αu(η), t, η ∈ I.

Proof. From Lemma 2.8 and (4), we have

t1−αu(t) = t1−α

∫ ω

0

G(t, s)h(s)ds ≥ m(t)

∫ ω

0

e−M(ω−s)
α h(s)ds

≥ m(t)

M

∫ ω

0

η1−αG(η, s)h(s)ds =
m(t)

M
η1−αu(η).

Namely, t1−αu(t) ≥ m(t)
M

η1−αu(η).

We define an operator T : C1−α(I, E) → C1−α(I, E) as following

(7) Tu(t) =

∫ ω

0

G(t, s)(f(s, u(s)) +Mu(s))ds = (S ◦ F )(u) = S(F (u)).

Evidently, operator T : C1−α(I, E) → C1−α(I, E) is continuous and the solution of

problem (1) is equivalent to the non-zero fixed point of operator T defined by (7).

Nextly, we will use the fixed point index theory of condensed mapping to find the

fixed point of operator T . For this reason, we need to prove that T is condensed mapping.

Therefore, we assume f satisfies the following assumption.
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(P0) For any R > 0, f(I × (B(θ, R))) is bounded in C1−α(I, E) and there exist constant

L, such that for arbitrarily D ⊂ K ∩B(θ,R) and t ∈ I, we have

µC1−α({f(t,D) +MD}) ≤ LµC1−α(D), t ∈ I,

where 0 < L < M
4
, B(θ,R) is a closed sphere with θ as the center, and R as the

radius in Banach space E.

Lemma 2.10. Assume that the assumption (P0) holds, then T : C1−α(I, E) → C1−α(I, E)

is a condensed mapping.

Proof. We know that T maps bounded set in C1−α(I, E) into bounded and equicon-

tinuous set in C1−α(I, E), When the assumption (P0) holds. For every non-relatively

compact bounded set B ⊂ C1−α(I, E), we need prove that µC1−α(T (B)) < µC1−α(B).

For any bounded set B ⊂ C1−α(I, E), by the Lemma 2.3, there exists a countable subset

B1 = {un} ⊂ B such that µC1−α(T (B)) < µC1−α(T (B1)). Since T (B) is bounded and

equicontinuous set, we have

µC1−α(B) = max
t∈I

µ(t1−αB(t)), µC1−α(T (B)) = max
t∈I

µ(t1−αT (B(t))).

For any t ∈ I, we can obtain

µ
(
t1−αT (B1)(t)

)
= µ

({
t1−α

∫ ω

0

G(t, s)(f(s, un(s)) +Mun(s))ds | n ∈ N
})

≤ 2t1−α

∫ ω

0

G(t, s)µ(f(s,B1(s)) +MB1(s))ds.

By the properties of the measure of noncompactness and condition (P0), we can obtain

µC1−α(f(s,B1(s)) +MB1(s)) ≤ L2µC1−α(B1(s)) ≤ L2µC1−α(B1) ≤ L2µC1−α(B),

and then

µ
(
t1−αT (B1)(t)

)
≤ 2L2t

1−α

∫ ω

0

G(t, s)µ(B1(s))ds

≤ 2L2t
1−α

∫ ω

0

G(t, s)sα−1dsµC1−α(B) =
2L2

M
µC1−α(B).

This above inequality implies

µC1−α(T (B1)) ≤
2L2

M
µC1−α(B).

Since 0 < L2 <
M
4
, so we get

µC1−α(T (B)) ≤ 2µC1−α(T (B1)) ≤
4L2

M
µC1−α(B) < µC1−α(B).

Hence, T : C1−α(I, E) → C1−α(I, E) is a condensing mapping.

Let P be a cone in C1−α(I,K) defined by

P =
{
u ∈ C1−α(I,K) | t1−αu(t) ≥ m(t)

M
η1−αu(η), t, η ∈ I

}
.
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Lemma 2.11. If f(I ×K) ⊂ K, then T (P ) ⊂ P .

Proof. For any t, s ∈ I and u ∈ P , from Lemma 2.9, we have

Tu(t) =

∫ ω

0

G(t, s)(f(s, u(s)) +Mu(s))ds

≤ tα−1M

∫ ω

0

e−M(ω−s)
α (f(s, u(s)) +Mu(s))ds,

therefore

t1−αTu(t) =

∫ ω

0

t1−αG(t, s)(f(s, u(s)) +Mu(s))ds

≥ m(t)

∫ ω

0

e−M(ω−s)
α (f(s, u(s)) +Mu(s))ds ≥ m(t)

M
s1−αTu(s).

Hence, T (P ) ⊂ P .

For 0 < r < R < ∞, set

Ω1 = {u ∈ C1−α(I, E) | ∥u∥C1−α < r}, Ω2 = {u ∈ C1−α(I, E) | ∥u∥C1−α < R},

and

∂Ω1 = {u ∈ C1−α(I, E) | ∥u∥C1−α = r}, ∂Ω2 = {u ∈ C1−α(I, E) | ∥u∥C1−α = R}.

Which are the relative boundary of Ω1, Ω2 in P , respectively. Then the fixed point

of T in P ∩ (Ω2 \ Ω1) is the positive solution of boundary value problem (1). We give

following some properties of the fixed point index.

Lemma 2.12. ([26]) Let Ω ⊂ E be a bounded open subset of E and let Q : P ∩Ω → P

be a condensing mapping. If Q satisfies

u ̸= µQu, ∀u ∈ P ∩ ∂Ω, 0 < µ ≤ 1,

then i(Q,P ∩ Ω, P ) = 1.

Lemma 2.13. ([26]) Let E is Banach space, P is the cone in E. Let Q : P ∩Ω → P be

a condensing mapping. If Q satisfies

Qu ̸6 u, u ∈ ∂P ∩ Ω,

then i(Q,P ∩ Ω, P ) = 0.

We will use the fixed point index theory of condensing mapping to find the fixed

point of T in P ∩ (Ω2 \ Ω1).
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3. Main results

Theorem 3.1. Let E be an order Banach space, its positive cone K be a normal cone,

and the nonlinear term f : I × K → K is continuous. If (P0) and the following two

conditions are satisfied

(P1) There exist constants 0 < a < M and δ > 0 such that f(t, x) ≤ −ax for any t ∈ I

and x ∈ P ∩ (Ω2 \ Ω1),

(P2) There exist b > M2

m(t)
− M and H > 0 such that f(t, x) ≥ bx for any t ∈ I and

∥x∥C1−α ≥ H.

Then the boundary value problem (1) has at least one positive solution.

Proof. We just need to prove that the operator T has a fixed point in P ∩ (Ω2 \ Ω1)

when r is small enough and R large enough.

On the one hand, let r ∈ (0, δ), where δ is the constant in condition (P1). We show

that

(8) u− µTu ̸= θ, u ∈ P ∩ ∂Ω1, 0 < µ ≤ 1.

In fact, if there exist u0 ∈ P ∩ ∂Ω1 and 0 < µ0 ≤ 1 such that u0 = µ0Tu0, then by the

definition of T and the condition (P1), it follows that

u0(t) = µ0Tu0(t) ≤
∫ ω

0

G(t, s)(f(s, u0(s)) +Mu0(s))ds

≤ (M − a)

∫ ω

0

G(t, s)u0(s)ds = (M − a)(Su0)(t),

The above inequalities are used repeatedly, we can obtain

u0(t) ≤ (M − a)(Su0)(t) ≤ · · · ≤ (M − a)n(Snu0)(t), t ∈ I, n ∈ N.

According to the normality of K and Lemma 2.7, we have

∥u0∥C1−α ≤ N(M − a)n∥Sn∥C1−α∥u0∥C1−α ≤ N(M − a)n∥S∥nC1−α
∥u0∥C1−α

= (
M − a

M
)nN∥u0∥C → 0 as n → ∞.

The above inequality means that ∥u0∥C1−α ≡ 0, which contradicts with the u0 ∈ P ∩∂Ω1.

This mean (8) holds. Therefore, from Lemma 2.12 implies that

(9) i(T, P ∩ Ω1, P ) = 1.

On the other hand, by the condition (P2), we have

(10) f(t, x) ≥ bx, t ∈ I, ∥x∥C1−α ≥ H.
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We choose R > max{NMH
m(t)

, r}, for any u ∈ ∂Ω2, that is ∥u∥C1−α = R. For any s, τ ∈ I,

we can obtain

s1−αu(s) ≥ m(t)

M
τ 1−αu(τ).

By the normality of K, we have

N∥s1−αu(s)∥ ≥ m(t)

M
∥τ 1−αu(τ)∥, s, τ ∈ I.

Take the maximum norm for τ on both sides of the above formula, it follows that

∥s1−αu(s)∥ ≥ m(t)

NM
∥u∥C1−α ≥ m(t)

NM
R ≥ H.

From the above formula, (6) and (10), it follows that

t1−αTu(t) = t1−α

∫ ω

0

G(t, s)(f(s, u(s)) +Mu(s))ds ≥ (b+M)t1−α

∫ ω

0

G(t, s)u(s)ds

≥ (b+M)m(t)

M
t1−α

∫ ω

0

G(t, s)sα−1τ 1−αu(τ)ds =
(b+M)m(t)

M2
τ 1−αu(τ).

Since b > M2

m(t)
−M , let’s take τ = t in the above formula, we have

t1−αTu(t) ≥ t1−αu(t).

Hence, Tu ̸< u. By Lemma 2.13, we have

(11) i(T, P ∩ Ω2, P ) = 0.

Now, by the additivity of fixed point index, (9) and (11), we can obtain

i(T, P ∩ (Ω2 \ Ω1), P ) = i(T, P ∩ Ω2, P )− i(T, P ∩ Ω1, P ) = −1.

Consequently, T exists a fixed point in P ∩ (Ω2 \ Ω1) which is a positive solution of

boundary value problem (1).

Theorem 3.2. Let E be an order Banach space, its positive cone K be a normal cone,

and the nonlinear term f : I × K → K is continuous. If (P0) and the following two

conditions are satisfied

(P3) There exist constant b > M2

m(t)
−M and δ > 0 such that f(t, x) ≥ bx for any t ∈ I,

x ∈ K and ∥x∥C1−α ≥ δ.

(P4) There exist constants 0 < a < M and h1 ∈ C1−α(I,K) such that f(t, x) ≤ −ax +

h1(t) for any t ∈ I and x ∈ K.

Then the boundary value problem (1) has at least one positive solution.

Proof. We need to prove that the operator T has a fixed point in P ∩ (Ω2 \Ω1) when r

is small enough and R large enough.
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On the one hand, we choose 0 < r < min{NMH
m(t)

, r}. For any u ∈ ∂Ω1 and s, τ ∈ I,

by the condition (P3) and (6), we have

t1−αTu(t) = t1−α

∫ ω

0

G(t, s)(f(s, u(s)) +Mu(s))ds ≥ (b+M)t1−α

∫ ω

0

G(t, s)u(s)ds

≥ (b+M)m(t)

M
t1−α

∫ ω

0

G(t, s)sα−1τ 1−αu(τ)ds =
(b+M)m(t)

M2
τ 1−αu(τ).

Owing to b > M2

m(t)
−M , we take τ = t in the above inequality, we have

Tu(t) > u(t).

Hence, Tu(t) ̸6 u(t). By Lemma 2.13, we can obtain

(12) i(T, P ∩ Ω1, P ) = 0.

On the other hand, we show that following formula holds when R is large enough.

(13) u− µTu ̸= θ, u ∈ P ∩ ∂Ω2, 0 < µ ≤ 1.

Actually, if (13) dose not hold, there exist u1 ∈ P ∩ ∂Ω2 and 0 < µ1 ≤ 1 such that

u1 = µ1Tu1. For any t ∈ I, from the definition of T and the condition (P4), we have

u1(t) = µ1Tu1(t) ≤
∫ ω

0

G(t, s)(f(s, u1(s)) +Mu1(s))ds

≤
∫ ω

0

G(t, s)[(M − a)u1(s) + h1(s)]ds = (M − a)(Su1)(t) +

∫ ω

0

G(t, s)h1(s)ds,

therefore

(14) (I − (M − a)S)u1(t) ≤
∫ ω

0

G(t, s)h1(s)ds = Sh1(t).

Because of ∥S∥C1−α ≤ 1
M
, then ∥(M − a)S∥C1−α ≤ 1. According to the perturbation

theorem, I − (M − a)S has a bounded inverse operator (I − (M − a)S)−1, and

(I − (M − a)S)−1 =
∞∑
n=0

[(M − a)S]n

is a positive operator. Acting on (14) by (I − (M − a)S)−1, we have

θ ≤ u1(t) ≤ (I − (M − a)S)−1(Sh1)(t).

And since the normality of cone K, we have

∥t1−αu1(t)∥ ≤ N∥(I − (M − a)S)−1t1−α(Sh1)(t)∥ ≤ N∥(I − (M − a)S)−1(Sh1)∥C1−α

≤ N∥(I − (M − a)S)−1∥C1−α∥Sh1∥C1−α

≤ N

∞∑
n=0

∥(M − a)nSn∥C1−α∥Sh1∥C1−α ,



1460 XUPING ZHANG1, YOUHUI SU2, AND YIBO KONG3

therefore

∥u1∥C1−α ≤
N∥h1∥C1−α

M

∞∑
n=0

∥(M − a)nSn∥C1−α .

There exist 0 < a < M such that M − a < M , it implies that

∥(M − a)nSn∥C1−α ≤ (
M − a

M
)n.

Obviously,
∞∑
n=0

(M−a
M

)n is convergent, that is,
∞∑
n=0

(M−a)n∥Sn∥C1−α is convergent. Denote

M0 =
∞∑
n=0

∥(M − a)nSn∥C1−α < +∞, it follows that

∥u1∥C1−α ≤
N∥h1∥C1−α

M
M0.

We choose R > max
{
δ,

N∥h1∥C1−α

M
M0

}
, then (14) holds. From Lemma 2.12, we have

(15) i(T, P ∩ Ω2, P ) = 1.

By the additivity of fixed point index, (12) and (15), we can obtain

i(T, P ∩ (Ω2 \ Ω1), P ) = i(T, P ∩ Ω2, P )− i(T, P ∩ Ω1, P ) = 1.

Therefore, T exists a fixed point in P ∩(Ω2\Ω1), which is a positive solution of boundary

value problem (1).
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