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ABSTRACT. This article deals with the investigation of a Langevin type fractional differen-

tial equation involving finitely many nonlinearities and equipped with nonlocal nonlinear fractional

boundary conditions. The main results for the given problem are obtained by applying the modern

tools of the fixed point theory. Examples are presented for the illustration of the obtained results.
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1. INTRODUCTION

Consider a Langevin type fractional differential equation involving finitely many

nonlinearities and supplemented with nonlocal nonlinear fractional boundary condi-

tions given by

(1.1) cDα(cDρ + µ)y(t) =
m∑
i=1

aifi(t, y(t)), 0 < α ≤ 1, 1 < ρ ≤ 2, 0 < t < T

(1.2) y′(0) = σ cDδy(T ), y(η) = 0, y(0) + λy(T ) = ωg(y), 0 < δ < 1, 0 < η < T,

where cDκ denote the Caputo fractional differential operators of order κ ∈ {α, ρ, δ},
fi : [0, 1] × R → R are continuous functions, g : C([0, T ],R) → R is a continuous

function and µ, σ, λ, ω ∈ R. It is imperative to note that the present configuration of

the problem enables one to consider a variety of nonlinearities and develop the theory

accordingly (for details, see the last section of the paper).
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The Langevin equation plays an active role in describing time evolution of the ve-

locity of the Brownian motion [1, 2], gait variability [3], financial aspects [4], anoma-

lous diffusion [5], diffusion with inertial effects [6], harmonization of a many-body

problem [7], etc. Several interesting theoretical results for fractional Langevin equa-

tion equipped with a variety of boundary conditions can be found in the related

literature, for instance, see [8]- [17].

The objective of this paper is to enrich the literature on the Langevin equation

by considering it with finitely many nonlinearities and nonlocal nonlinear boundary

conditions involving ordinary and fractional derivatives. We emphasize that the pro-

posed study is new and significant in the given configuration. First of all we convert

the given problem into a fixed point problem with the help of a lemma proved in

Section 3. We present our first main result dealing with the existence of a unique

solution for the given problem in Section 4. In Section 5, we present two existence

results for the problem at hand, which are proved under different criteria. Some

interesting facts about the work established in this paper are presented in the last

section.

2. PRELIMINARIES

Let us begin this section with some fundamental concepts of fractional calculus.

Definition 2.1. ([18, 19]). The Riemann–Liouville fractional integral Iυau of order

υ > 0 for a function u ∈ L1[a, b],−∞ < a < b < +∞, existing almost everywhere on

[a, b], is defined by

Iυau (t) =
1

Γ (α)

t∫
a

(t− s)υ−1 u (s)ds,

where Γ denotes the Euler Gamma function.

Definition 2.2. [18, 19]. For u, u(m) ∈ L1[a, b], the Riemann–Liouville fractional

derivative Dυ
au of order υ ∈ (m− 1,m],m ∈ N, existing almost everywhere on [a, b],

is defined as

Dυ
au (t) =

dm

dtm
Im−υ
a u (t) =

1

Γ (m− υ)

dm

dtm

t∫
a

(t− s)m−1−υ u (s)ds.

In terms of Riemann–Liouville fractional derivative, we can express the Caputo frac-

tional derivative cDα
au as

cDυ
au (t) = Dυ

a

[
u (t)− u (a)− u′ (a)

(t− a)

1!
− . . .− u(m−1) (a)

(t− a)m−1

(m− 1)!

]
.
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Remark 2.3. [18]. The Caputo fractional derivative cDυ
au of order υ ∈ (m −

1,m],m ∈ N for u ∈ ACm[a, b] can also be defined as

cDυ
au(t) = Im−υ

a u(m) (t) =
1

Γ (m− υ)

t∫
a

(t− s)m−1−υ u(m) (s)ds.

Proposition 2.4. ([18]) For κ > 0 and α > 0 with n− 1 < α ≤ n, and u ∈ L1[a, b],

we have the following properties:

(i) Iυa I
κ
au(t) = Iκa I

υ
au(t) = Iυ+κ

a u(t);

(ii) Iυa (t− a)η =
Γ (η + 1)

Γ (υ + η + 1)
(t− a)υ+η, η > −1;

(iii) cDυ
a [I

υ
au (t)] = u(t);

(iv) Iυa [
cDυ

au (t)] = u (t)−
n−1∑
p=0

u(p) (a) (t− a)p

p!
, u ∈ Cn[a, b].

In the sequel, we write Iσ and cDσ instead of Iσa and cDσ
a respectively.

In the following section, we solve a linear variant (in terms of Langevin equation) of

the problem (1.1).

3. LINEAR LANGEVIN EQUATION CASE

Lemma 3.1. For a given χ ∈ C([0, 1],R), the unique solution of the boundary value

problem

(3.1) cDα(cDρ + µ)y(t) = χ(t) 0 < α ≤ 1, 1 < ρ ≤ 2

(3.2) y′(0) = σ cDδy(T ), y(η) = 0, y(0) + λy(T ) = ωg(y), 0 < δ < 1, 0 < η < T,

is given by

y(t) = Iρ+αχ(t)− µIρy(t) + σϖ1 (t)
{
Iρ+α−δχ (T )− µIρ−δy (T )

}
+ϖ2(t)

{
Iρ+αχ(η)− µIρy(η)

}
+ϖ3(t)

{
λIρ+αχ(T )− λµIρy(T )− ωg(y)

}
,(3.3)

where

ϖ1(t) =
1

∆

{
(ηA4 − λT )

tρ

Γ(ρ+ 1)
+ (A5 − A3A4)t+ (TλA3 − ηA5)

}
,

ϖ2(t) =
1

∆

{
(−A1A4)

tρ

Γ(ρ+ 1)
+ (A2A4)t+ (A1A5 − λTA2)

}
,

ϖ3(t) =
1

∆

{
(A1)

tρ

Γ(ρ+ 1)
− (A2)t+ (ηA2 − A1A3)

}
,(3.4)

A1 =
σT 1−δ

Γ (2− δ)
− 1, A2 =

σT ρ−δ

Γ (ρ− δ + 1)
, A3 =

ηρ

Γ (ρ+ 1)
,
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A4 = 1 + λ, A5 =
λT ρ

Γ (ρ+ 1)
,(3.5)

and it is assumed that

(3.6) ∆ = TλA2 − ηA2A4 + A1A3A4 − A1A5 ̸= 0.

Proof. Applying Iα to both sides of (3.1) and using Proposition 2.4 (iv), we obtain

(3.7) (cDρ + µ)y(t) + c0 = Iαχ(t),

where c0 ∈ R is an unknown constant. Now operating Iρ to both sides of (3.7) and

using Proposition 2.4 (i) and (iv), we obtain

(3.8) y(t) + c1 + c2t+ µIρy(t) +
c0t

ρ

Γ(ρ+ 1)
= Iρ+αχ(t),

where c1 and c2 ∈ R are unknown constants. From (3.8), we have

(3.9) y′(t) + c2 + µIρ−1y(t) +
c0t

ρ−1

Γ(ρ)
= Iρ+α−1χ(t),

(3.10) cDδy(t) + c2
t1−δ

Γ(2− δ)
+ µIρ−δy(t) +

c0t
ρ−δ

Γ(ρ− δ + 1)
= Iρ+α−δχ(t).

Using (3.9) and (3.10) in the boundary condition y′ (0) = σ cDδy (T ) , we find that

(3.11)

(
σT 1−δ

Γ (2− δ)
− 1

)
c2 +

(
σT ρ−δ

Γ (ρ− δ + 1)

)
c0 = B1,

where

B1 = −σµIρ−δy (T ) + σIρ+α−δχ (T ) .

Combining (3.8) with the conditions y (η) = 0 and y (0) + λy (T ) = ωg (y) yields

(3.12) c1 + ηc2 +

(
ηρ

Γ (ρ+ 1)

)
c0 = B2,

(3.13) (1 + λ) c1 + λTc2 +

(
λT ρ

Γ (ρ+ 1)

)
c0 = B3,

where

B2 = −µIρy (η) + Iρ+αχ (η) , B3 = −λµIρy (T ) + λIρ+αχ (T )− ωg (y) .

Using the notation (3.5) in (3.11), (3.12) and (3.13), we get the following system:

(3.14)


A1c2 + A2c0 = B1,

c1 + ηc2 + A3c0 = B2,

A4c1 + λTc2 + A5c0 = B3.

Solving the system (3.14) for c0, c1 and c2, we obtain

c0 =
1

∆

{
(Tλ− ηA4)B1 + A1A4B2 − A1B3

}
,
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c1 =
1

∆

{
(ηA5 − TλA3)B1 + (TλA2 − A1A5)B2 + (A1A3 − ηA2)B3

}
,

c2 =
1

∆

{
(A3A4 − A5)B1 − A2A4B2 + A2B3

}
,

where ∆ is given by (3.6). Substituting the values of c0, c1 and c2 in (3.8) together

with the notation (3.4) and (3.5), we get the solution (3.3). The converse follows by

direct computation. This completes the proof.

4. A UNIQUENESS RESULT

For computational convenience, we will use the following notations:

Ω1 =
T ρ+α

Γ (ρ+ α+ 1)
+

T ρ+α−δϖ̂1 |σ|
Γ (ρ+ α− δ + 1)

+
ηρ+αϖ̂2

Γ (ρ+ α + 1)
+

T ρ+α |λ| ϖ̂3

Γ (ρ+ α + 1)
,(4.1)

Ω2 =
|µ|T ρ

Γ (ρ+ 1)
+

ϖ̂1 |σ| |µ|T ρ−δ

Γ (ρ− δ + 1)
+

|µ| ϖ̂2η
ρ

Γ (ρ+ 1)
+

ϖ̂3|λ||µ|T ρ

Γ(ρ+ 1)
,(4.2)

where

ϖ̂i = sup{|ϖi(t)| : t ∈ [0, T ]}, i = 1, 2, 3.

In the following theorem, we prove the existence and uniqueness of solutions for

the problem (1.1) - (1.2) with the help of Banach fixed point theorem.

Theorem 4.1. Assume that:

(A1): fi : [0, T ] × R → R, i = 1, . . . ,m are continuous functions satisfying the

Lipschitz condition: |fi(t, x)− fi(t, y)| ≤ Li|x− y|,∀t ∈ [0, T ], x, y ∈ R, Li > 0;

(A2): There exists a positive number ε such that |g(y1)−g(y2)| ≤ ε|y1−y2|, y1, y2 ∈
R.

Then the boundary value problem (1.1)-(1.2) has a unique solution on [0, T ] if

(4.3) L̂Ω1 + Ω2 + ϖ̂3|ω|ε < 1,

where Ωi, i = 1, 2 are defined in (4.1), (4.2) respectively and

(4.4) L̂ =
m∑
i=1

|ai|Li.

Proof. In relation to the problem (1.1)-(1.2), we introduce an operator N : C → C by

Lemma 3.1 as

(N y) (t)

=

∫ t

0

(t− s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

aifi(s, y(s))ds− µ

∫ t

0

(t− s)ρ−1

Γ (ρ)
y (s) ds

+σϖ1 (t)

[
−µ

∫ T

0

(T − s)ρ−δ−1

Γ (ρ− δ)
y (s) ds+

∫ T

0

(T − s)ρ+α−δ−1

Γ (ρ+ α− δ)

m∑
i=1

aifi(s, y(s))ds

]
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+ϖ2 (t)

[
− µ

∫ η

0

(η − s)ρ−1

Γ (ρ)
y (s) ds+

∫ η

0

(η − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

aifi(s, y(s))ds

]
(4.5)

+λϖ3 (t)

[∫ T

0

(T − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

aifi(s, y(s))ds− µ

∫ T

0

(T − s)ρ−1

Γ (ρ)
y (s) ds

]
−ϖ3 (t)ωg (y) ,

where C = C([0, T ],R) denotes the Banach space of all continuous functions from

[0, T ] into R endowed with norm ∥y∥ = supt∈[0,T ] |y(t)| . Observe that the fixed points

of the operator N are solutions of the problem (1.1)-(1.2). Now we show that the

operator N has a unique fixed point by applying Banach fixed point theorem. We

verify the hypotheses of Banach fixed point theorem in two steps.

Step 1. Setting supt∈[0,T ] |fi (t, 0)| = Mi, i = 1, 2, . . . ,m, we note that

|fi(t, y)| = |fi(t, y)− fi(t, 0) + fi(t, 0)|

≤ Li ∥y∥+Mi, Mi > 0

and thus

|F (t, y(t))| ≤
m∑
i=1

|ai| (Li ∥y∥+Mi) ≤ L̂r + M̂,(4.6)

where L̂ is given by (4.4) and

M̂ =
m∑
i=1

Mi.

Now we show that NBr ⊂ Br, where Br = {y ∈ C : ∥y∥ ≤ r} with

r >
M̂Ω1 + ϖ̂3|ω||g(0)|

1− L̂Ω1 − Ω2 − ϖ̂3|ω|ε
.

Now, using (4.6) in (4.5), we get

∥N y∥

≤ sup
t∈[0,T ]

{∫ t

0

(t− s)ρ+α−1

Γ (ρ+ α)

(
m∑
i=1

|aifi(s, y(s))|

)
ds+ |µ|

∫ t

0

(t− s)ρ−1

Γ (ρ)
|y (s)| ds

+ |σ| |ϖ1 (t)|

[
|µ|
∫ T

0

(T − s)ρ−δ−1

Γ (ρ− δ)
|y (s)| ds

+

∫ T

0

(T − s)ρ+α−δ−1

Γ (ρ+ α− δ)

(
m∑
i=1

|aifi(s, y(s))|

)
ds

]

+|ϖ2 (t) |

[
|µ|
∫ η

0

(η − s)ρ−1

Γ (ρ)
|y (s) |ds+

∫ η

0

(η − s)ρ+α−1

Γ (ρ+ α)

(
m∑
i=1

|aifi(s, y(s))|

)
ds

]

+|λ||ϖ3 (t) |

[∫ T

0

(T − s)ρ+α−1

Γ (ρ+ α)

(
m∑
i=1

|aifi(s, y(s))|

)
ds
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+|µ|
∫ T

0

(T − s)ρ−1

Γ (ρ)
|y (s) |ds

]
+ |ϖ3 (t) ||ω|(|g (y)− g(0)|+ |g(0))

}

≤ (L̂r + M̂)

{
T ρ+α

Γ (ρ+ α+ 1)
+

T ρ+α−δϖ̂1 |σ|
Γ (ρ+ α− δ + 1)

+
ηρ+αϖ̂2

Γ (ρ+ α+ 1)
+

T ρ+α |λ| ϖ̂3

Γ (ρ+ α+ 1)

}
+r

{
|µ|T ρ

Γ (ρ+ 1)
+

ϖ̂1 |σ| |µ|T ρ−δ

Γ (ρ− δ + 1)
+

|µ| ϖ̂2η
ρ

Γ (ρ+ 1)
+

ϖ̂3|λ||µ|T ρ

Γ(ρ+ 1)

}
+ ϖ̂3|ω|(εr + |g(0)|)

≤ (L̂r + M̂)Ω1 + rΩ2 + ϖ̂3|ω|(εr + |g(0)|) ≤ r,

which shows that NBr ⊂ Br.

Step 2. N is a contraction. For x, y ∈ C and ∀t ∈ [0, T ], we have

∥(Nx)− (N y)∥

≤ sup
t∈[0,T ]

{∫ t

0

(t− s)ρ+α−1

Γ (ρ+ α)

(
m∑
i=1

|ai[fi(s, x(s))− fi(s, y(s))]|

)
ds

+ |µ|
∫ t

0

(t− s)ρ−1

Γ (ρ)
|x (s)− y (s)| ds

+ |σ| |ϖ1 (t)|

[
|µ|
∫ T

0

(T − s)ρ−δ−1

Γ (ρ− δ)
|x (s)− y (s)| ds

+

∫ T

0

(T − s)ρ+α−δ−1

Γ (ρ+ α− δ)

(
m∑
i=1

|ai[fi(s, x(s))− fi(s, y(s))]|

)
ds

]

+|ϖ2 (t) |

[
|µ|
∫ η

0

(η − s)ρ−1

Γ (ρ)
|x(s)− y (s) |ds

+

∫ η

0

(η − s)ρ+α−1

Γ (ρ+ α)

(
m∑
i=1

|ai[fi(s, x(s))− fi(s, y(s))]|

)
ds

]

+|λ||ϖ3 (t) |

[∫ T

0

(T − s)ρ+α−1

Γ (ρ+ α)

(
m∑
i=1

|ai[fi(s, x(s))− fi(s, y(s))]|

)
ds

+|µ|
∫ T

0

(T − s)ρ−1

Γ (ρ)
|x(s)− y (s) |ds

]
+ |ϖ3 (t) ||ω||g(x)− g (y) |

}

≤ L̂∥x− y∥
[

T ρ+α

Γ (ρ+ α+ 1)
+

T ρ+α−δϖ̂1 |σ|
Γ (ρ+ α− δ + 1)

+
ηρ+αϖ̂2

Γ (ρ+ α + 1)
+

T ρ+α |λ| ϖ̂3

Γ (ρ+ α + 1)

]
+∥x− y∥

{
|µ|T ρ

Γ (ρ+ 1)
+

ϖ̂1 |σ| |µ|T ρ−δ

Γ (ρ− δ + 1)
+

|µ| ϖ̂2η
ρ

Γ (ρ+ 1)
+

ϖ̂3|λ||µ|T ρ

Γ(ρ+ 1)

}
+ϖ̂3|ω|ε∥x− y∥

≤
(
L̂Ω1 + Ω2 + ϖ̂3|ω|ε

)
∥x− y∥ .

Since L̂Ω1 + Ω2 + ϖ̂3|ω|ε < 1, therefore N is a contraction. Thus the operator N
has a unique fixed point by Banach fixed point theorem, and hence there exists a
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unique solution for the boundary value problem (1.1)-(1.2) on [0, T ]. This completes

the proof.

Example 4.2. Consider the following Langevin boundary value problem:

(4.7)

cD
1
3

(
cD2 + 1

45

)
y(t) =

∑3
i=1 aifi(t, y(t)), t ∈ [0, T ],

y′ (0) = 1
8
cD

1
2y (2) , y

(
2
3

)
= 0, y(0) + 1

5
y(2) = g(y) = |y|3

(t+4)(1+|y|3) +
1
8
.

Here α = 1/3, ρ = 2, µ = 1/45, ω = 1,m = 3, T = 2, ϵ = 1/4, δ = 1
2
, λ = 1/5, σ =

1/8, η = 2
3
and

f1 (t, y) =
1√

t2 + 900

|y|
|y|+ 1

+
et

9
, f2 (t, y) =

1

t2 + 25
tan−1 y +

t2

16
,

f3 (t, y) =
1

10

(
1

1 + t2

)
cos y +

1

1 + 2et2
.

It is easy to find that |fi (t, x)− fi (t, y)| ≤ Li |x− y| , i = 1, 2, 3, with L1 = 1/30, L2 =

1/25, L3 = 1/10 and a1 = 1/2, a2 = 1/4, a3 = 1/6 using togather(4.4) with m = 3

Furthermore, we find L̂ = 0.043333, |∆| = TλA2 − ηA2A4 + A1A3A4 − A1A5 ≈
0.13298075, ϖ̂1 = maxt∈[0,T ] |ϖ1(t)| ≈ 6.6843801, ϖ̂2 = maxt∈[0,T ] |ϖ2(t)| ≈ 1.4000082,

ϖ̂3 = maxt∈[0,T ] |ϖ3(t)| ≈ 1.0000057 and Ω1 = 4.099085,Ω2 = 0.0997534. Clearly

L̂Ω1 + Ω2 + ϖ̂3|ω|ϵ ≈ 0.527380475305 < 1. Thus all the assumptions of Theorem 4.1

are satisfied. Therefore the problem (4.7) has a unique solution on t ∈ [0, T ].

5. EXISTENCE RESULTS

In this section we establish existence results for the boundary value problem (1.1)-

(1.2) by using Krasnoselskii fixed point theorem [20] and Leray-Schauder nonlinear

alternative [21]. We start by proving an existence result via Krasnoselskii fixed point

theorem.

Theorem 5.1. Assume that g : C([0, T ],R) → R is a continuous function satisfying

assumption (A2). In addition we suppose that:

(A3) The functions fi : [0, T ]×R → R, i = 1, 2, . . . ,m are continuous and satisfy the

conditions

|fi(t, y)| ≤ ϕi(t), for all (t, y) ∈ [0, T ]× R.

Then the boundary value problem (1.1)-(1.2) has at least one solution on [0, T ], pro-

vided that

(5.1) Ω2 + ϖ̂3|ω|ε < 1.

Proof. We decompose the operator N : C → C as

(5.2) (N y)(t) = (N1y)(t) + (N2y)(t), t ∈ [0, T ],
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where

(N1y) (t)

=

∫ t

0

(t− s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

aifi(s, y(s))ds+ σϖ1 (t)

∫ T

0

(T − s)ρ+α−δ−1

Γ (ρ+ α− δ)

m∑
i=1

aifi(s, y(s))ds

+ϖ2 (t)

∫ η

0

(η − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

aifi(s, y(s))ds

+λϖ3 (t)

∫ T

0

(T − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

aifi(s, y(s))ds,

and

(N2y) (t)

= −µ

∫ t

0

(t− s)ρ−1

Γ (ρ)
y (s) ds− µσϖ1 (t)

∫ T

0

(T − s)ρ−δ−1

Γ (ρ− δ)
y (s) ds

−µϖ2 (t)

∫ η

0

(η − s)ρ−1

Γ (ρ)
y (s) ds− µλϖ3 (t)

∫ T

0

(T − s)ρ−1

Γ (ρ)
y (s) ds

−ϖ3 (t)ωg (y) .

Consider a closed ballBz = {y ∈ C : ∥y∥ ≤ z}, with z ≥ Ω1

∑m
i=1 ∥ϕi∥+ ϖ̂3|ω||g(0)|
1− Ω2 − ϖ̂3|ω|ε

.

(i) For y1, y2 ∈ Bz we will prove that N1y1 +N2y2 ∈ Bz. Indeed, we have

∥N1y1 +N2y2∥

≤ sup
t∈[0,T ]

{∫ t

0

(t− s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y1(s))|ds+ |µ|
∫ t

0

(t− s)ρ−1

Γ (ρ)
|y2 (s)| ds

+ |σ| |ϖ1 (t)|

[
|µ|
∫ T

0

(T − s)ρ−δ−1

Γ (ρ− δ)
|y2 (s)| ds+

∫ T

0

(T − s)ρ+α−δ−1

Γ (ρ+ α− δ)

m∑
i=1

|aifi(s, y1(s))|ds

]

+|ϖ2 (t) |

[
|µ|
∫ η

0

(η − s)ρ−1

Γ (ρ)
|y2 (s) |ds+

∫ η

0

(η − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y1(s))|ds

]

+|λ||ϖ3 (t) |

[∫ T

0

(T − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y1(s))|ds+ |µ|
∫ T

0

(T − s)ρ−1

Γ (ρ)
|y2 (s) |ds

]

+|ϖ3 (t) ||ω||g (y2) |

}

≤
m∑
i=1

∥ϕi∥
{

T ρ+α

Γ (ρ+ α+ 1)
+

T ρ+α−δϖ̂1 |σ|
Γ (ρ+ α− δ + 1)

+
ηρ+αϖ̂2

Γ (ρ+ α+ 1)
+

T ρ+α |λ| ϖ̂3

Γ (ρ+ α+ 1)

}

+∥y2∥
{

|µ|T ρ

Γ (ρ+ 1)
+

ϖ̂1 |σ| |µ|T ρ−δ

Γ (ρ− δ + 1)
+

|µ| ϖ̂2η
ρ

Γ (ρ+ 1)
+

ϖ̂3|λ||µ|T ρ

Γ(ρ+ 1)

}
+ ϖ̂3|ω|(ε∥y2∥+ |g(0)|)

≤
m∑
i=1

∥ϕi∥
{

T ρ+α

Γ (ρ+ α+ 1)
+

T ρ+α−δϖ̂1 |σ|
Γ (ρ+ α− δ + 1)

+
ηρ+αϖ̂2

Γ (ρ+ α+ 1)
+

T ρ+α |λ| ϖ̂3

Γ (ρ+ α+ 1)

}

+z

{
|µ|T ρ

Γ (ρ+ 1)
+

ϖ̂1 |σ| |µ|T ρ−δ

Γ (ρ− δ + 1)
+

|µ| ϖ̂2η
ρ

Γ (ρ+ 1)
+

ϖ̂3|λ||µ|T ρ

Γ(ρ+ 1)

}
+ ϖ̂3|ω|(εz + |g(0)|)
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=

m∑
i=1

∥ϕi∥Ω1 + ϖ̂3|ω||g(0)|+ zΩ2 + ϖ̂3|ω|εz < z.

Hence N1y1 +N2y2 ∈ Bz.

(ii) N1 is compact and continuous. Continuity of N1 follows from that of F . Also N1

is uniformly bounded on Bz, as

∥N1y∥ ≤
m∑
i=1

∥ϕi∥
{

T ρ+α

Γ (ρ+ α+ 1)
+

T ρ+α−δϖ̂1 |σ|
Γ (ρ+ α− δ + 1)

+
ηρ+αϖ̂2

Γ (ρ+ α+ 1)
+

T ρ+α |λ| ϖ̂3

Γ (ρ+ α+ 1)

}

=

m∑
i=1

∥ϕi∥Ω1.

We will show the compactness of the operator N1. Let 0 < t1 < t2 < T. Then we

have

|(N1y)(t2)− (N1y)(t1)|

≤
∫ t1

0

(t2 − s)ρ+α−1 − (t1 − s)ρ+α−1

Γ(ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds

+

∫ t2

t1

(t2 − s)ρ+α−1

Γ(ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds

+|σ||ϖ1 (t2)−ϖ1 (t1) |
∫ T

0

(T − s)ρ+α−δ−1

Γ (ρ+ α− δ)

m∑
i=1

|aifi(s, y(s))|ds

+|ϖ2 (t2)−ϖ2 (t1) |
∫ η

0

(η − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds

+|λ|ϖ3 (t2)−ϖ3 (t1) |
∫ T

0

(T − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds

≤
∑m

i=1 ∥ϕi∥
Γ(ρ+ α+ 1)

(
|tρ+α
2 − tρ+α

1 |+ 2(t2 − t1)
ρ+α
)

+|σ||ϖ1 (t2)−ϖ1 (t1) |
T ρ+α−δ

Γ(ρ+ α− δ + 1)

+|ϖ2 (t2)−ϖ2 (t1) |
ηρ+α

Γ(ρ+ α+ 1)
+ |λ|ϖ3 (t2)−ϖ3 (t1) |

T ρ+α

Γ(ρ+ α+ 1)
,

which tends to zero independently of y as t1 → t2. Thus N1 is equicontinuous on Bz.

By Arzelá-Ascoli theorem, the operator N1 is compact ob Bz.

(iii) N2 is a contraction. Let y1, y2 ∈ Bz and t ∈ [0, T ]. Then we have

∥(N2y2)− (N2y1)∥

≤ sup
t∈[0,T

{
|µ|
∫ t

0

(t− s)ρ−1

Γ (ρ)
|y2 (s)− y1 (s) |ds

+|µ||σ||ϖ1 (t) |
∫ T

0

(T − s)ρ−δ−1

Γ (ρ− δ)
|y2 (s)− y1 (s) |ds
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+|µ||ϖ2 (t) |
∫ η

0

(η − s)ρ−1

Γ (ρ)
|y2 (s)− y1 (s) |ds

+|µ||λ||ϖ3 (t) |
∫ T

0

(T − s)ρ−1

Γ (ρ)
|y2 (s)− y1 (s) |ds

+|ϖ3 (t) ||ω|g (y2)− g (y1) |

}

≤ ∥x− y∥
{

|µ|T ρ

Γ (ρ+ 1)
+

ϖ̂1 |σ| |µ|T ρ−δ

Γ (ρ− δ + 1)
+

|µ| ϖ̂2η
ρ

Γ (ρ+ 1)
+

ϖ̂3|λ||µ|T ρ

Γ(ρ+ 1)

}
+ϖ̂3|ω|ε∥x− y∥

=
(
Ω2 + ϖ̂3|ω|ε

)
∥x− y∥,

which in view of (5.1), implies that N2 is a contraction. Thus, all the conditions of

Krasnoselskii’s fixed point theorem are satisfied and consequently the boundary value

problem (1.1)-(1.2) has at least one solution [0, T ]. The proof is finished.

Example 5.2. Using the data for the boundary value problem (4.7), we find that

Ω2 + ϖ̂3|ω|ϵ ≈ 0.349754825 < 1. The other conditions of Theorem 5.1 can easily

be verified. Therefore there exists at least one solutions for the problem (4.7) as an

application of Theorem 5.1.

Now, we show the existence result for the boundary value problem (1.1)-(1.2) by

applying Leray-Schauder nonlinear alternative.

Theorem 5.3. Suppose that fi : [0, T ]×R → R, i = 1, 2, . . . ,m and g : C([0, T ],R) →
R are continuous functions. Assume that hypothesis (A2) and the condition (5.1) hold.

In addition we suppose that the following conditions are satisfied:

(A4) there exist functions pi ∈ C([0, T ],R) and nondecreasing functions Φi : R+ →
R+, i = 1, 2, . . . ,m such that

|fi(t, y)| ≤ pi(t)Φi(|y|), ∀(t, y) ∈ [0, T ]× R;

(A5) There exists a constant M > 0 such that

(5.3)

(
1− Ω2 − ϖ̂3|ω|ε

)
M∑m

i=1 |ai|∥pi∥Φ(M)Ω1 + ϖ̂3|ω||g(0)|
> 1.

where Φ(M) = max{Φ1(M),Φ2(M), . . . ,Φm(M)}.

Then the boundary value problem (1.1)-(1.2) has at least one solution on [0, T ].

Proof. We first show that the operator N : C → C defined by (4.5) maps bounded

sets into bounded sets in C. For θ > 0 let Bθ = {y ∈ C : ∥y∥ ≤ θ} be a bounded set

C. Then for y ∈ Bθ we have

∥N y∥ = sup
t∈[0,T ]

|(N y)(t)|
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≤ sup
t∈[0,T ]

{∫ t

0

(t− s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds+ |µ|
∫ t

0

(t− s)ρ−1

Γ (ρ)
|y (s)| ds

+ |σ| |ϖ1 (t)|

[
|µ|
∫ T

0

(T − s)ρ−δ−1

Γ (ρ− δ)
|y (s)| ds+

∫ T

0

(T − s)ρ+α−δ−1

Γ (ρ+ α− δ)

m∑
i=1

|aifi(s, y(s))|ds

]

+|ϖ2 (t) |

[
|µ|
∫ η

0

(η − s)ρ−1

Γ (ρ)
|y (s) |ds+

∫ η

0

(η − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds

]

+|λ||ϖ3 (t) |

[∫ T

0

(T − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds+ |µ|
∫ T

0

(T − s)ρ−1

Γ (ρ)
|y (s) |ds

]

+|ϖ3 (t) ||ω||g (y)− g(0)|+ |g(0))

}

≤
m∑
i=1

|ai|∥pi∥Φ(∥y∥)
{

T ρ+α

Γ (ρ+ α+ 1)
+

T ρ+α−δϖ̂1 |σ|
Γ (ρ+ α− δ + 1)

+
ηρ+αϖ̂2

Γ (ρ+ α+ 1)
+

T ρ+α |λ| ϖ̂3

Γ (ρ+ α+ 1)

}

+∥y∥
{

|µ|T ρ

Γ (ρ+ 1)
+

ϖ̂1 |σ| |µ|T ρ−δ

Γ (ρ− δ + 1)
+

|µ| ϖ̂2η
ρ

Γ (ρ+ 1)
+

ϖ̂3|λ||µ|T ρ

Γ(ρ+ 1)

}
+ ϖ̂3|ω|(ε∥y∥+ |g(0)|)

≤
m∑
i=1

|ai|∥pi∥Φ(∥y∥)Ω1 + ∥y∥Ω2 + ϖ̂3|ω|(ε∥y∥+ |g(0)|).

Consequently

∥N y∥ ≤
m∑
i=1

|ai|∥pi∥Φ(θ)Ω1 + θΩ2 + ϖ̂3|ω|(εθ + |g(0)|),

which implies that the operator N is bounded in C.

Now, we show that N maps bounded sets into equicontinuous sets. Let t1, t2 ∈
[0, T with 0 < t1 < t2 and y ∈ Bθ. Then we have

|(N y)(t2)− (N y)(t1)|

≤
∫ t1

0

(t2 − s)ρ+α−1 − (t1 − s)ρ+α−1

Γ(ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds

+

∫ t2

t1

(t2 − s)ρ+α−1

Γ(ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds

+|σ||ϖ1 (t2)−ϖ1 (t1) |
∫ T

0

(T − s)ρ+α−δ−1

Γ (ρ+ α− δ)

m∑
i=1

|aifi(s, y(s))|ds

+|ϖ2 (t2)−ϖ2 (t1) |
∫ η

0

(η − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds

+|λ|ϖ3 (t2)−ϖ3 (t1) |
∫ T

0

(T − s)ρ+α−1

Γ (ρ+ α)

m∑
i=1

|aifi(s, y(s))|ds

+|µ|

[∫ t1

0

(t2 − s)ρ−1 − (t1 − s)ρ−1

Γ(ρ)
|y(s)|ds+

∫ t2

t1

(t2 − s)ρ−1

Γ(ρ)
|y(s)|ds

]
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+|µ||σ||ϖ1 (t2)−ϖ1 (t1) |
∫ T

0

(T − s)ρ−δ−1

Γ (ρ− δ)
|y (s) |ds

+|µ||ϖ2 (t2)−ϖ2 (t1) |
∫ η

0

(η − s)ρ−1

Γ (ρ)
|y (s) |ds

+|µ||λ||ϖ3 (t2)−ϖ3 (t1) |
∫ T

0

(T − s)ρ−1

Γ (ρ)
|y (s) |ds+ |ϖ3 (t2)−ϖ3 (t1) ||ω||g (y) |

≤
∑m

i=1 |ai|∥pi∥Φ(θ)
Γ(ρ+ α + 1)

(
|tρ+α
2 − tρ+α

1 |+ 2(t2 − t1)
ρ+α
)

+|σ||ϖ1 (t2)−ϖ1 (t1) |
T ρ+α−δ

Γ(ρ+ α− δ + 1)

+|ϖ2 (t2)−ϖ2 (t1) |
ηρ+α

Γ(ρ+ α + 1)
+ |λ|ϖ3 (t2)−ϖ3 (t1) |

T ρ+α

Γ(ρ+ α + 1)

+
|µ|θ

Γ(ρ+ 1)

{(
|tρ2 − tρ1|+ 2(t2 − t1)

ρ
)
+ |σ||ϖ1 (t2)−ϖ1 (t1) |

T ρ−δ

Γ (ρ− δ + 1)

+|ϖ2 (t2)−ϖ2 (t1) |
ηρ

Γ (ρ+ 1)
+ |λ||ϖ3 (t2)−ϖ3 (t1) |

T ρ

Γ(ρ+ 1)

}
+|ϖ3 (t2)−ϖ3 (t1) ||ω|(εθ + |g(0)|).

Notice that the right hand side of the above inequality tends to zero as t1 → t2

independent of y ∈ Bθ. This shows that N is equicontinuous. By Arzelá-Ascoli

theorem, the operator N : C → C is completely continuous.

Finally, we show that the set of all solutions to equations y = ζN y for 0 < ζ < 1

is bounded. For t ∈ [0, T ] we have, by using the computations in the first step above,

|y(t)| = |ζ(N y)(t)|

≤
m∑
i=1

|ai|∥pi∥Φ(∥y∥)
{

T ρ+α

Γ (ρ+ α+ 1)
+

T ρ+α−δϖ̂1 |σ|
Γ (ρ+ α− δ + 1)

+
ηρ+αϖ̂2

Γ (ρ+ α+ 1)
+

T ρ+α |λ| ϖ̂3

Γ (ρ+ α+ 1)

}

+∥y∥
{

|µ|T ρ

Γ (ρ+ 1)
+

ϖ̂1 |σ| |µ|T ρ−δ

Γ (ρ− δ + 1)
+

|µ| ϖ̂2η
ρ

Γ (ρ+ 1)
+

ϖ̂3|λ||µ|T ρ

Γ(ρ+ 1)

}
+ ϖ̂3|ω|(ε∥y∥+ |g(0)|)

≤
m∑
i=1

|ai|∥pi∥Φ(∥y∥)Ω1 + ∥y∥Ω2 + ϖ̂3|ω|(ε∥y∥+ |g(0)|),

which yields

∥y∥ ≤
m∑
i=1

|ai|∥pi∥Φ(∥y∥)Ω1 + ∥y∥Ω2 + ϖ̂3|ω|(ε∥y∥+ |g(0)|),

or (
1− Ω2 − ϖ̂3|ω|ε

)
∥y∥∑m

i=1 |ai|∥pi∥Φ(∥y∥)Ω1 + ϖ̂3|ω||g(0)|
≤ 1.

By (5.3), we can find a positive real number M such that ∥y∥ ̸= M. Consider the

set U = {y ∈ C : ∥y∥ < M}. Observe that the operator N : Ū → C is continuous

and completely continuous.Thus, from the choice of U , there is no y ∈ ∂U such that



14 A. ALSAEDI, R.P. AGARWAL, B. AHMAD, S.K. NTOUYAS, AND H. AL-JOHANY

y = ζN y for some 0 < ζ, 1. Therefore, by Leray-Schauder nonlinear alternative, the

operator N has a fixed point y ∈ Ū , which implies that the boundary value problem

(1.1)-(1.2) has at least one solution [0, T ]. The proof of the theorem is completed.

Example 5.4. Using the data for the boundary value problem (4.7), we find that

∥p1∥ = (9 + 10e2)/270, ∥p2∥ = (2π + 25)/100, ∥p3∥ = 13/180,Φ(M) = 1. Then, by

the condition (5.3), we find that M > 0.4743405. Obviously all the assumptions of

Theorem 5.3 are satisfied. Hence the conclusion of Theorem 5.3 applies to the problem

(4.7).

6. CONCLUSIONS

In this paper, we have obtained the criteria ensuring the existence and uniqueness

of solutions for a Langevin type fractional boundary value problem involving finitely

many nonlinearities and nonlocal nonlinear fractional boundary conditions. The main

results rely on the tools (Banach contraction mapping principle, Krasnoselskii’s fixed

point theorem and Leray-Schauder nonlinear alternative) of the fixed point theory.

As a special case, our results correspond to the problem with the boundary conditions

of the form: y′(0) = 0, y(η) = 0, y(0) + λy(T ) = ωg(y) by taking σ to be zero in the

results of this paper. Here it is worth-mentioning that the consideration of Langevin

equation (1.1) in the present setting provides a leverage to take into account different

types of of nonlinearities, such as
m∑
i=1

ai

∫ t

0

ki(t, s)y(s)ds or
m∑
i=1

ai

∫ t

0

gi(s, y(s))ds or

m∑
i=1

aiI
pgi(t, y(t)) or

m∑
i=1

aifi(t, y(t))+
κ∑

j=1

ajI
qjgj(t, y(t)), qj > 0, or some of the func-

tions may be non-Lipschitz type. In summary, our results are new in the given setting

and contribute significantly to the present literature on the Langevin equation.

ACKNOWLEDGMENT

This project was funded by the Deanship of Scientific Research (DSR), King

Abdulaziz University, Jeddah, Saudi Arabia under grant no. (KEP-MSc-63-130-42).

The authors, therefore, acknowledge with thanks DSR technical and financial support.

REFERENCES

[1] R.M. Mazo, Brownian Motion: Fluctuations, Dynamics, and Applications, Oxford University

Press on Demand, Oxford, 2002.

[2] R. Zwanzig, Nonequilibrium Statistical Mechanics, Oxford University Press, Oxford, 2001.

[3] B.J. West, M. Latka, Fractional Langevin model of gait variability, J. Neuroeng Rehabilit 2 (1)

(2005), 1-24.

[4] S. Picozzi, B.J. West, Fractional Langevin model of memory in financial markets, Phys. Rev.

E. 66 (4) (2002), 46-118.



A STUDY OF A LANGEVIN NONLOCAL BOUNDARY VALUE PROBLEM 15

[5] V. Kobelev, E. Romanov, Fractional Langevin equation to describe anomalous diffusion,

Progress Theor. Phys. Suppl. 139 (2000), 470-476.

[6] S. Eule, R. Friedrich, F. Jenko, D. Kleinhans, Langevin approach to fractional diffusion equa-

tions including inertial effects, J. Phys. Chem. B, 111, (2007) 11474-11477.

[7] L. Lizana, T. Ambjörnsson, A. Taloni, E. Barkai, M. A. Lomholt, Foundation of fractional

Langevin equation: harmonization of a many-body problem, Phys. Rev. E , vol. 81, no. 5,

article 051118, 2010.

[8] W. Yukunthorn, S.K. Ntouyas, J. Tariboon, Nonlinear fractional Caputo-Langevin equation

with nonlocal Riemann-Liouville fractional integral conditions, Adv. Difference Equ., (2014),

2014:315.

[9] O. Baghani, On fractional Langevin equation involving two fractional orders, Commun. Non-

linear Sci. Numer. Simul., 42, (2017) 675-681.

[10] B. Li, S. Sun, Y. Sun, Existence of solutions for fractional Langevin equation with infinite-point

boundary conditions, J. Appl. Math. Comput., 53, (2017) 683-692.

[11] H. Fazli, J.J. Nieto, Fractional Langevin equation with anti-periodic boundary conditions, Chaos

Solitons Fractals, 114, (2018) 332-337.

[12] Z. Zhou, Y. Qiao, Solutions for a class of fractional Langevin equations with integral and anti-

periodic boundary conditions, Bound. Value Probl., No. 152, (2018) 10 pp.

[13] B. Ahmad, A. Alsaedi, S. Salem, On a nonlocal integral boundary value problem of nonlinear

Langevin equation with different fractional orders, Adv. Difference Equ., (2019), No. 57, 14 pp.

[14] Y. Liu, R. Agarwal, Existence of solutions of BVPs for impulsive fractional Langevin equations

involving Caputo fractional derivatives, Turkish J. Math. 43 (2019), 2451-2472.

[15] B. Ahmad, R.P. Agarwal, M. Alghanmi, A. Alsaedi, Langevin equation in terms of conformable

differential operators, An. tiin. Univ. ”Ovidius” Constana Ser. Mat. 28 (2020), 5-14.

[16] Z. Laadjal, B. Ahmad, N. Adjeroud, Existence and uniqueness of solutions for multi-term

fractional Langevin equation with boundary conditions, Dyn. Contin. Discrete Impuls. Syst.

Ser. A Math. Anal. 27 (2020), 339-350.

[17] A. Wongcharoen, B. Ahmad, S.K. Ntouyas, J. Tariboon, Three-point boundary value problems

for the Langevin equation with the Hilfer fractional derivative, Adv. Math. Phys. (2020), Art.

ID 9606428, 11 pp.

[18] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and Applications of Fractional Differential

Equations, North-Holland Mathematics Studies 204, Elsevier Science B.V, Amsterdam, 2006.

[19] K. Diethelm, The analysis of fractional differential equations. An application-oriented exposition

using differential operators of Caputo type, Lecture Notes in Mathematics, 2004, Springer-

Verlag, Berlin, 2010.

[20] M.A. Krasnoselskii, Two remarks on the method of successive approximations, Uspekhi Mat.

Nauk, 10, (1955) 123-127.

[21] A. Granas, J. Dugundji, Fixed Point Theory, Springer-Verlag, New York, 2005.


